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“All models are wrong but some are useful.”

—George Box, 1976



“When you construct a model you leave out all the 
details which you, with the knowledge at your 
disposal, consider inessential…

 Models should not be true, but it is important that 
they are applicable…”

—Georg Rasch, 1960



“What’s the best metric for measuring engineering 
productivity?”

—lots of people we meet



A single metric doesn’t 
acknowledge the inherent 
tradeoffs that must be 
consistently evaluated.

“I can improve developer 
velocity by removing code 
review.”

Speed

Ease Quality



Speed
Getting value (features and 
new products) to our users 
as quickly as possible, keeps 
us relevant in the 
marketplace.

Ease
Making the product 
development process 
efficient, friction-free, and 
well-supported. Ease 
supports a strong and 
engaged talent pool by 
creating a great 
development environment 
that attracts and retains top 
tech talent.

Quality
Building excellent products 
helps us attract and retain 
customers. Quality also acts 
as a guardrail to ensure that 
gains in speed and ease 
don’t come at the expense 
of excellence.



Longitudinal 
Survey

Developer 
actvity logs

Interviews

Experience 
Sampling

Diary 
studies

Commit and 
release logs

Triangulating on productivity 

methologically  helps us understand 

what’s really happening.

Quantitative and qualitative methods 
enable you to measure more things , to 

look for discrepancies in measurements, 

and to understand the context of our 

measurements (and blindspots).

Mixing methods is particularly helpful.



Single metrics are more 
susceptible to creating 
undesirable incentives.

(Goodhart’s Law)
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No Single Metric
A single metric doesn’t acknowledge the inherent 

tradeoffs that must be consistently evaluated.

“I can improve developer velocity by removing code 

review.”

All metrics are proxy measures of the underlying 

phenomenon we want to evaluate.

Quantitative and qualitative methods enable you to 

measure more things, to look for discrepancies in 

measurements, and to understand the context of 

our measurements (and blindspots).

Mixing methods is particularly helpful

Single metrics are more susceptible to creating 

undesirable incentives.

Goodhart’s Law: “When a measure becomes a 

target, it ceases to be a good measure.”



Measuring with multiple methods
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Developer 
actvity logs
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Experience 
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release logs



Measuring with multiple methods
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What’s in our developer activity logs?

IDE

Command Line Tools

Launch Tools

Monitoring & Alerting

Logging

Frameworks

DEVELOPER TOOLS, including

Code Review

Code Search

Distr. Filesystem

Documentation

Build/Test Logs

Bug tracker

Task/Project management

USER ATTRIBUTES and WORK CONTEXT

Team Hierarchy

Languages & readability

Seat Location & Colocation

KNOWN MISSING PIECES 

Production management

Experimentation

ML modeling/training

OTHER TOOLS/DATA

Mail/Chat (timestamps)

Calendar (free/busy times)

Avoid collecting metadata 
for tools with mixed-use 
purposes (email, docs).

Logs data are not used for 
performance evaluation 
and are always presented 
in aggregate to protect 
privacy.

Goal is to raise productivity 
for everyone.

Docs, Decks, Sheets
 (timestamps and ownership)

Search (timestamps)

Job code

Level

Tenure

Data Analysis tools



Start with a pile of logs…
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Partition by user, sort by time…

DAE CACD A CCB BD A D

C E BA AEBAD E DE B E

CC CBB E A DBD E



Group by proximity and task…

DAE CACD A CCB BD A D

C E BA AEBAD E DE B E

CC CBB E A DBD E

>= 10 
min
>= 10 
min



Session 
time

Meeting 
time

Email 
time

Development 
time

Info-
seeking time

Active 
shepherding 
time

Active 
coding 
time

Sessions

Active 
reviewing 
time





Measuring with multiple methods
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EngSat
Quarterly survey to ⅓ of the engineers

Providing longitudinal data since 2018



Meeting the needs of the moment

EngSat was starting its 3rd year of data collection when the COVID-19 pandemic began. 

This experience revealed the power of a stable survey instrument. It allowed us to measure 
change on key measures before, during and after COVID. 

We were also able to add new questions to better understand engineers experience adapting to 
WFH and returning to the office as well as partner with POps to get a holistic picture. 

2018 2019 2020 2021 2022 2023

EngSat Timeline WFH due to COVID-19

2024



Build latency
Is there a “magic number” for build latency?

Data analysis says no: every improvement makes a 

difference.

Ran a covert  A/B experiment on whether modest 

improvements to build latency would impact build 

speed.

Improved both logs-based and sentiment metrics.

Lead to multiple improvements to build latency. C++ 
optimizations

Machine 
upgrades



Readability
We studied the impact (positive and negative) of readability and 

the readability certification process. The goal was to evaluate the 

costs and benefits of readability, in order to make an informed 

decision about modifying or eliminating the readability process.

 Review + Shepherding Time (minutes) per CL

https://dashboards.corp.google.com/google::devtools_research_studies_readability_cc_readability_quants_live


What can you do here at DPE?
Keep in mind: all models are wrong.
What’s not being measured?

What are the potential tradeoffs among speed, 

ease, and quality (or other outcomes)?

Would different methods of measurement lead 

to a different conclusion?

Ask whether the model is useful.
Do the shortcomings of this approach matter?

How might this approach be combined with 

another?

What is the goal of this approach?



What can you do at your company?
Fit in a large conference 
room?
Just have a discussion. Don’t waste 

time over-optimizing or 

over-measuring.

Can’t staff a 20 person 
team for measurement?
Surveys give you broad state for 

relatively low effort.

Large scale?
Staff a multi-disciplinary team.

Connect logs data with surveys, 

interviews, and diary studies.

In all cases….what’s your goal?
Are you doing performance monitoring…or actually improving developer productivity?

Are you targeting what’s easy to measure…or what’s going to represent the human impact?

Are you triangulating across speed, ease, and quality?

Are you successfully identifying your largest and most tractable problems?
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