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At Meta scale, continuous delivery of new 
features falls back on the engineer writing 

and reviewing the code.







Ensure stability and reliability during critical periods 

Observed during certain periods of the year. 

Suspend changes to its production systems to minimize outages (aka SEVs)
🛑Developers can't push new code, and ongoing deployments must be completed before the 

freeze starts.
⏸ Unlike traditional code freeze, Meta's code freeze is a code pause or delay where code isn't 

landed into the monorepo for a short period of time.

The code freeze process has evolved over time, from being based on release engineering team 
decisions to individual engineers making the decision to land a diff.

💥 Code freezes impacts velocity / productivity!



⛔✋ 100% Gating 
🔴No code is allowed to land!

🚧✋Different gating levels. E.g., 
🟢 No gating 
🟢 Weekend gating (top 5% risky diffs)
🟡 Medium impact on end-users (top 10% risky diffs) 
🔴 High impact on end- users (top 50% risky diffs)

🎯 Increasing developer productivity requires being able to label 
a code change as being high / low risk! 



↯ Logistic Regression Models
⇝ Our baseline regression model captures 18.7%, 27.9%, and 84.6% of SEVs, while 

respectively gating the top 5% (weekend), 10% (yellow), and 50% (red) of risky diffs

↯ BERT-based model
⇝ StarBERT only captures 0.61×, 0.85×, and 0.81×*

*  as many SEVs as the logistic regression for the 5%, 10%, and 50% gating thresholds, respectively

↯ Generative LLMs
⇝ iCodeLlama-34B: 0.58×, 0.65×, and 0.82×
⇝ iDiffLlama-13B: 0.65×, 0.81×, and 0.90×

↯ Risk-aligned LLMs
⇝ iCodeLlama-34B: 1.26×, 1.28×, and 0.98×
⇝ iDiffLlama- 13B: 1.40×, 1.52×, 1.05× 

🏆 DiffLama-13B-risk-aligned is the best performing model and 
is planned to replace the logistic regression model in production.



BERT-based 
Model









 ⚠ Extremely imbalanced dataset (rare events!)
       🔍 Hence optimizing for recall (and not precision)





Discussed (ML-based) approaches to code freeze 
󰞵that will improve engineering productivity via unfreeze
🚦by only gating changes that are likely to lead to SEVs

We have shown that the use of ML models can significantly improve the accuracy of diff risk scoring, 
which can help developers make more informed decisions about which diffs to gate.

🔬Results 
👌Logistic regression outperformed the RoBERTa-based models. 
👌The generative LLM models showed promising results
✅ iDiffLlama-13B, when risk aligned, model capturing the most SEVs among all models tested.
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